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Abstract. Knowledge graph question generation (KGQG) refers to the
task of generating natural language questions from knowledge graphs(KGs).
Although this problem has been deeply studied in the past few years, at
present, the training of small models heavily relies on a large amount
of labeled data, and large language models (LLMs) also require a large
number of parameters and high training costs. In reality, a significant
amount of time and financial resources are required for manual anno-
tation, which results in a scarcity of annotated data in practice. There-
fore, the methods of these models are not very realistic. To address the
above problems, we propose the Few-Shot Knowledge Graph Question
Generation via LLMs Abstraction-to-Instantiation Conversion and Small
Models Collaboration model (AIC-KGQG), which automatically gener-
ates labeled data through few-shot examples and collaborates between
large and small model. We compare this framework with four main-
stream knowledge graph question generation methods. The results show
that AIC-KGQG achieves state-of-the-art performance under few-shot
conditions, balancing data dependency and deployment efficiency, and
providing a practical solution for KGQG in resource-constrained fields.
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1 Introduction

The knowledge graph question generation (KGQG) task is to generate logi-
cally coherent natural language questions based on the given knowledge graph.
Question generation effectively addresses the scarcity of high-quality question-
answering datasets in specific domains [6], avoids expensive and time-consuming
manual annotation, and aids in enhancing the efficiency of question-answering
systems, making it a vital component of the knowledge mining field.

Significant progress has already been made in the research on KGQG in the
current field [3–5, 8, 11, 18, 22]. Specifically, the template based approach relies on
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pre-designed rules and has relatively poor generalization ability. With the devel-
opment of deep learning technologies, methods based on neural networks have
been extensively studied. SATHISH proposed a model named KG2Question-
RNN that can generate simple questions. The G2S model has achieved signif-
icant improvement in generation quality through training with a large amount
of labeled data.

Fig. 1. The performance of three advanced KGQG methods on the WebQuestions
dataset under two annotation data scale conditions: full-training and few-shot. "Full-
training" refers to training with all annotated data, while "few-shot" means less than
5% of the annotated data.

Most existing KGQG models place high demands on the quality and scale of
datasets [13]. When the sample size is insufficient, KGQG performance tends
to collapse significantly (see Fig. 1). The stark difference in KGQG perfor-
mance between full-sample and few-shot scenarios highlights its heavy depen-
dence on high-quality datasets. However, in some domains, high-quality datasets
are scarce, and manual annotation incurs substantial time and financial costs.
Therefore, developing methods for automatically generating annotated data un-
der few-shot conditions is of utmost importance.

Recent studies have shown that LLMs like ChatGPT [16], due to their strong
generalization capabilities, have demonstrated outstanding performance in gen-
eration, driving progress in the KGQG field [15]. As shown in Figure 1, LLMs
can also exhibit good performance under few-shot conditions (see Fig. 1) [24].
However, LLMs require a large amount of training data, have a huge number
of parameters, have high deployment costs, and overly rely on high comput-
ing resources. Therefore, exploring lightweight deployment solutions is of crucial
importance [19].

To address the above challenges, we propose a framework for training small
models using question-answering pairs generated by LLMs under few-shot con-
straints. Drawing inspiration from the chain-of-thought approach, we introduce
an abstraction-to-instantiation conversion mechanism to guide LLMs through
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staged reasoning for extracting key entity names and knowledge graph relation
paths. Based on the information extracted during the prompting process, LLMs
instantiate natural language questions to form question-answering datasets. By
training small models with these generated datasets, we effectively combine the
generalization and generation capabilities of LLMs with the lightweight deploy-
ment advantages of small models, aiming to improve the quality of generated
questions.

To validate the effectiveness of AIC-KGQG, we compared it with multi-
ple state-of-the-art models. Experimental results demonstrate that AIC-KGQG
performs remarkably well under few-shot conditions, essentially matching the
performance of state-of-the-art models.

The primary contributions of this article are as follows: (1) We propose AIC-
KGQG, a KGQG framework based on the abstraction-to-instantiation prompt-
ing mechanism, aiming to guide LLMs through step-by-step thinking to reason
and generate high-quality questions for training small models. Through innova-
tions in the chain of thought, we significantly reduce reasoning costs and improve
generation quality. (2) We attempt to collaborate LLMs with small models,
which not only reduces KGQG’s dependency on large-scale training data but
also lowers training and deployment costs. (3) Under few-shot conditions, AIC-
KGQG significantly outperforms all baseline models and approaches the per-
formance of state-of-the-art models under full-sample conditions, demonstrating
the broad prospects of this research.

2 Related works

Knowledge graph question generation Early KGQG research was imple-
mented through manually predefined rules [3, 5, 8, 18]. The SPARQL-based rule
parsing framework in [11] generates query statements by matching entity and
relation templates in questions. Such methods exhibit weak generalization capa-
bilities and struggle to achieve cross-domain expansion. In recent years, Trans-
former architectures based on attention mechanisms have become mainstream.
Vaswani et al. [22] utilized self-attention mechanisms to capture global seman-
tic information, dynamically focusing on key details to generate high-quality
queries. With the proposal of meta-learning frameworks, the DSM model [7]ad-
dresses the semantic diversity of subgraphs by using graph contrastive learning
to retrieve semantically similar KG subgraphs, constructing specific semantic
tasks to enhance the performance of downstream knowledge graph question an-
swering tasks. Despite continuous technological breakthroughs and integrations
improving KGQG performance, these models perform poorly under few-shot
conditions. Pre-trained models represented by GPT and BERT have demon-
strated significant potential in few-shot scenarios. The TEGTOK model [20] in-
tegrates task-specific knowledge with knowledge bases, injecting dense retrieval
into encoding and decoding stages to improve entity accuracy in generation
tasks. However, pre-trained models still exhibit semantic relation understand-
ing biases, inevitable hallucination issues, low BLEU-4 scores, and insufficient
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phrase matching precision, necessitating further optimization of the relation un-
derstanding process [12, 18].

Large language model Although LLMs have strong generation capabilities,
their training costs and model parameter quantities are extremely high [1]. Con-
sequently, numerous studies have emerged to combine LLMs with small models
to solve the mentioned problem. The LPKG framework [23] generates plan-
ning training data using KG subgraph patterns, fine-tuning small models to
learn complex question decomposition. By integrating external knowledge sup-
plemented via LLMs’ retrieval enhancement with small models’ reasoning path
planning, this approach improves KGQG task efficiency and accuracy. Addition-
ally, while knowledge distillation is a common paradigm for synergizing LLMs
and small models, it is mostly applicable to specific scenarios and difficult to
directly implement in KGQG [9, 21]. Related research has found that LLMs per-
form inadequately in few-shot-based KGQG tasks, producing samples with poor
entity matching accuracy.

3 Methodology

3.1 Task Definition

Knowledge graph is a structured knowledge base graph composed of multiple
triples G = {(si, ri, oi)}ni=1 ,wheresi represents the subject, rirepresents the re-
lation, and oi represents the object. KGQG task aims to extract information
from such structured knowledge graphs, enabling models to generate logically
clear questions. These questions need to accurately guide models to match tar-
get answers. For a knowledge graph subgraph G composed of the aforementioned
triples, based on a given set of correct target answers, a natural language ques-
tion with high semantic consistency and logical correctness is to be generated.
According to the task definition, the input content of few-shot examples is re-
quired to include the answer ai ,the question qi ,and the subgraph Gi.

3.2 Framework Overview

We outline the overall framework of the AIC-KGQG model (see Fig. 2). AIC-
KGQG is a few-shot KGQG framework that integrates the advantages of LLMs
and small models, effectively addressing real-world challenges such as high de-
ployment costs and hallucination issues of LLMs, as well as the excessive depen-
dence of traditional KGQG models on manually annotated data.

3.3 Abstraction-to-Instantiation Conversion Based Few-Shot

Traditional sequence models represented by RNN and Transformer struggle to di-
rectly encode the graph structure information of knowledge graphs, while LLMs,
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Fig. 2. The core framework of AIC-KGQG.

despite their powerful generation capabilities, tend to produce "hallucinated" en-
tities or relations inconsistent with subgraphs. To address this issue, we intro-
duce the abstraction-to-instantiation conversion mechanism by referencing the
core mechanisms of chain-of-thought and structured prompt engineering, guid-
ing LLMs to generate logically and semantically consistent candidate questions
in stages. We use ChatGPT-3.5-turbo as LLM(temperature=0.4). The prompt-
ing process consists of three parts: abstract analysis stage, structure parsing
stage, and instantiation generation stage. Zhang’s research shows that providing
LLMs with a small number of input examples as prompts can significantly im-
prove the accuracy and normativity of generated questions. Few-shot examples
demonstrate that the abstraction-to-instantiation conversion mechanism effec-
tively guides LLMs to mimic examples through step-by-step reasoning, enhanc-
ing the quality and efficiency of question generation (see Fig. 3).

Few-Shot Example

Input：
Answer：Attention Mechanism
KG SubGraph：<Transformer, Core Mechanism, Attention Mechanism>
                                            <BERT, Core Mechanism, Attention Mechanism>

Output：
1）Abstract Analysis Stage
Entity Recognition： Transformer ， BERT 
2）Structural Parsing Stage
Relational Path： ["Transformer → Core Mechanism → Attention Mechanism"]
                                                        ["BERT → Core Mechanism → Attention Mechanism"]
3）Instantiation Generation Stage
Question： Which core mechanism do both the Transformer and BERT rely on in their design?

Fig. 3. A Few-shot Example.
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3.4 Small Model Collaborative Training

Compared to LLMs, small models have far fewer parameters and lower training
costs. We generate training data by combining the questions QG produced by
LLMs through the abstraction-to-instantiation conversion based few-shot mod-
ule with input answers ai and subgraphs Gi.These automatically generated train-
ing data effectively address the scarcity of datasets while avoiding the expensive
and time-consuming process of manual data annotation. We adopt G2S-AE,
one of the state-of-the-art models in the question generation field, as the small
model [2, 3]. This model performs Levi graph transformation on the knowledge
graph, converting the structure of triples into a bipartite graph form. For exam-
ple, the triple (Rome, Captain, Italy) is transformed into "Rome→Captain→Italy".
In knowledge graph subgraphs with sparse entity-relation density, the Levi-
transformed graph exhibits a predominantly linear network structure. During
encoding, the model employs a BiGraphSeq architecture [17, 14]:

ϕ
(t)
Uin(V) = MEAN

({
ϕ
(t−1)
V

}
∪
{
ϕ
(t−1)
U | U ∈ Uin(V)

})
(1)

MEAN represents the average pooling process, which captures directional
semantics by separately aggregating the information of outgoing and incoming
edges.

3.5 Dynamic Feedback Optimization

We design a dynamic feedback module to form a closed-loop iteration for grad-
ually improving model performance through real-time evaluation of generation
quality. The evaluation primarily uses BLEU-4 and ROUGE-L scores [3]:

BLEU− 4 = exp

(
4∑

n=1

1

4
log pn

)
·min

(
1,

LGeneration

LReference

)
(2)

ROUGE − L =

(
1 + β2

)
· PLCS ·RLCS

β2 · PLCS +RLCS
, β = 1.2 (3)

The similarity between the generated text and the reference text is measured by
the matching length of the Longest Common Subsequence (LCS). For example, if
the reference text sequence is Researchers developed a new algorithm to improve
image classification accuracy and the generated text sequence is A novel algo-
rithm was proposed to enhance the accuracy of classifying images, the longest
common subsequence of these two texts is "algorithm to accuracy image", with
a length of 4. LLCS represents the length of the longest common subsequence.

RLCS =
LLCS

LReference
, PLCS =

LLCS

LGeneration
(4)

The model is evaluated by the average of BLEU-4 and ROUGE-L to achieve
iterative optimization. When the model shows no improvement for three consec-
utive evaluations, the training process is promptly truncated to enhance training
and evaluation efficiency.
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4 Experiments
In this section, we elaborate on the details of experimental settings, including the
datasets used and baseline models for comparison. The framework is then evalu-
ated from multiple dimensions, such as ablation experiments, iterative analysis,
and case analysis.

4.1 Datasets
WebQuestions (WQ) is a question-answering dataset constructed from real
Google user queries, primarily composed of WebQuestionsSP and ComplexWe-
bQuestions. It is mainly used for training and evaluating single-hop knowledge
base question-answering systems, providing questions, answers, and annotated
subgraphs [10, 25].

PathQuestions (PQ) is another important dataset in the KGQG field, mainly
consisting of multi-hop questions with relations based on complex path reason-
ing. It is primarily used to evaluate the ability of question-answering models to
understand semantic relations and perform path reasoning [10, 25].

4.2 Baselines
We compared AIC-KGQG with the following benchmark models under different
sample size conditions. It includes Standard prompt, Chain of Thought (CoT),
L2A [4], KQG-CoT [13] and G2S-AE [2, 3].

4.3 Evaluation Metrics
Based on the research status of KGQG, we designed a multi-dimensional eval-
uation system, mainly including BLEU-4 and ROUGE-L metrics, which are
currently used in the KGQG field to measure the accuracy and recall of text
generation tasks.

4.4 Main Results
Table 1 shows the performance of AIC-KGQG and other LLM-based baseline
models on the WQ and PQ datasets. Experiments indicate that AIC-KGQG out-
performs all baseline models. The CoT method demonstrates significant improve-
ments compared to the standard prompt, showing that guiding LLMs through
step-by-step prompting can effectively enhance task completion and generate
high-quality questions.

Table 2 presents the experimental results of AIC-KGQG and other small-
model baseline models under full-sample and few-shot conditions. Under few-
shot conditions, the collaborative method of large and small model significantly
improves performance across all datasets, and AIC-KGQG outperforms all small
models under few-shot conditions in all metrics on all datasets. Additionally,
AIC-KGQG performs impressively under full-sample conditions, basically ap-
proaching the current state-of-the-art G2S-AE model.
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Table 1. Results of Baseline Methods and AIC-KGQG Method based on LLMs

Model
WQ PQ

BLEU-4 ROUGE-L BLEU-4 ROUGE-L

Standard prompt 20.23 47.28 50.97 71.26

CoT 23.67 49.93 51.28 73.94

Few-shot CoT 27.18 53.12 53.95 75.58

KQG-CoT 28.71 53.85 57.22 76.22

AIC-KGQG(ours) 28.57 54.77 59.51 76.41

Table 2. Results of Baseline Methods and AIC-KGQG Method Based on Small-
Parameter Models

Model (Sample Size)
WQ PQ

BLEU-4 ROUGE-L BLEU-4 ROUGE-L

L2A (Full Sample) 6.01 25.24 17.00 50.38

Transformer (Full Sample) 8.94 32.61 56.43 73.64

G2S-AE (Full Sample) 29.40 55.23 59.59 75.20

G2S-AE (Few Shot) 0.46 7.97 1.07 10.76

AIC-KGQG (Few Shot) 28.57 54.77 59.51 76.41

4.5 Ablation Study

We conducted ablation experiments to evaluate the impact of each module in
AIC-KGQG on the overall performance of the model.

Table 3. Results of Ablation Studies Under Few-Shot Conditions

Model
WQ PQ

BLEU-4 ROUGE-L BLEU-4 ROUGE-L

w/o Abstract Understanding 14.93 39.63 40.11 63.21

w/o Structural Analysis 15.97 42.80 45.48 65.28

w/o LLM 0.46 7.97 1.07 10.76

w/o Dynamic Adjustment 17.46 44.47 56.88 76.01

The experiment shows that if the abstract understanding step is removed,
the model will be unable to effectively extract all entity information, resulting in
the occurrence of entity ambiguity in the generated questions, and subsequently
leading to alignment failure. If the structural analysis step is removed, the model
will be unable to capture the key relationship paths, causing too many prompts
when generating questions based on the answers, and resulting in poor quality
of the generated questions. It is worth noting that when the entire LLMs is
removed, the overall performance of the model significantly declines under the
condition of small samples, indicating that the data generated by the abstract-
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to-instance transformation mechanism of LLMs plays a crucial role in the entire
model.

4.6 Iteration Study
We analyzed the process of iterative training. The experimental results in Figure
4 show that collaborative training of large and small models has a significant im-
pact on the matching accuracy of text generation, particularly for the matching
accuracy of long-distance word order. In addition to enhancing generation accu-
racy, iterating on the collaborative training module for large and small models
has also improved the coverage of effective information. Under the WQ dataset,
the ROUGE-L metric achieved a substantial improvement, but the improve-
ment was less significant under the PQ dataset, indicating that the optimization
of AIC-KGQG primarily focuses on the coverage and matching of the longest
common subsequence (see Fig. 4).

（b）ROUGE-L Variation Curve
Training Epochs

（c）BLEU Variation Curve on PQ Dataset

Training Epochs

（d）BLEU Variation Curve on WQ Dataset

Training Epochs

（a）Loss Curve

Training Epochs

Lo
ss

Fig. 4. Figure a shows the loss curve during the training process of the AIC-KGQG
model. Figure b depicts the increasing curve of ROUGE-L scores as the training iter-
ations progress. Figures c and d illustrate the changes in BLEU scores as the number
of training epochs increases.

4.7 Manual Evaluation
To further assess generated question quality, 20 questions were randomly sam-
pled from the WQ test set for expert evaluation, focusing on relevance and flu-
ency (scored 15, with higher scores indicating better quality). To minimize evalu-
ation costs, comparisons were made among representative LLM-based methods,
small-model KGQG approaches, and AIC-KGQG. Results in Table 4 show that
while LLM-based methods yield highly fluent questions, their relevance is low,
likely due to hallucination. Our AIC-KGQG achieves the best performance in
both relevance and fluency.

5 Conclusion

At present, the training of small models in state-of-the-art KGQG overly re-
lies on high-quality question-answering datasets, while LLMs suffer from issues
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Table 4. Results of manual evaluation on the WQ dataset

Model Overall Average Relevance Fluency
COT (Few-shot) 3.25 2.59 3.91

G2S-AE (Full-sample) 3.38 3.42 3.33
AIC-KGQG (Few-shot) 3.87 3.62 4.12

such as high training costs and excessively large parameter sizes. Based on this,
we propose a collaborative framework for large and small models, AIC-KGQG,
which aims to combine the efficient deployment capabilities of small models with
the generative and generalization abilities of LLMs. The framework integrates an
abstraction-to-instantiation conversion mechanism and a collaborative training
mechanism for large and small models. Through targeted prompting, it guides
LLMs to engage in multi-stage thinking to improve the quality of question gener-
ation. Experimental results show that the proposed framework achieves state-of-
the-art performance on BLEU-4 and ROUGE-L metrics across multiple public
datasets. In the future, more efficient approaches warrant further exploration.
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